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Our Project

Purpose:

Investigate an unknown outbreak pathogen using raw genome 
sequence data from the Centers for Disease Control and 
Prevention (CDC) foodborne illness surveillance 
outbreak investigations

Goal:

Identify and characterize the pathogenic organism, make 
recommendations for the outbreak control, and build a public 
webserver that automates the computational steps

Objective for “Gene Prediction”:

From assembled genomes, predict genes or features using 
different prediction methods and evaluate selected tools on their 
accuracy and performance
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What is Gene 
Prediction?

Identification of the regions of 
genomic DNA that encode genes, 
which are fragments of DNA that 
encodes a functional molecule:

• Protein-coding genes

• RNA genes

• May also include other functional 
elements (i.e. regulatory regions)
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Prokaryotic 
Genome

• Have a high gene density and do 
not contain introns in their protein 
coding regions

• Genes are called 
Open ReadingFrames or 
“ORFs” (include start & 
stop codon)
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Prokaryotic 
Genome (cont'd)

• Prediction of prokaryotic genes 
tends to be relatively simpler with 
contiguous ORFs

• However, overlapping ORFs and 
short genes can cause issues

• Each gene is an ORF, but not every 
ORF is a gene
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Characteristics 
of 

Campylobacter 
spp.

Domain: Bacteria

Phylum: Proteobacteria

Class: Epsilonproteobacteria

Family: Campylobacteraceae 

Low G+C content (guanine-cytosine content) - GC ration is about 30 
percent

DNA ranges between 1.6-1.7 Mbps and contains a high content of 
adenine and thymine

Campylobacter jejuni is the leading cause of bacterial diarrhea as well as 
the causative agent of gastroenteritis among human beings and animals.
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Homology 
Methods

Makes predictions via comparisons with 
sequences of previously known genes

Extrinsic information

Can be used to validate/support Ab Initio 
findings

Limited by the use of no new knowledge
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BLAST+
Homology Tool #1

Identifying species, locating domains, 
establishing phylogeny, DNA 
mapping, comparison

1. Break query into words of 
length W

2. Align words with sequence in 
database & identify matches

3. Calculate T score for matches

4. Extend sequence in both 
directions until score falls 
below cutoff (HSPs)

5. Report hits that meet 
or exceed BLAST cutoff for 
statistically significant hits
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GHOSTZ
Homology Tool #2

A new faster homology search method using 
database subsequence clustering

1. Sequences are extracted from a 
database & similar ones are clustered

2. Construct into hash tables

3. Use hash tables to select seeds for 
the alignments from representative 
sequences in the clusters

4. Distance between a query 
subsequence and 
cluster representative is calculated

5. Lower bounds calculated

6. Similarity Filtering – if computed 
lower bound is less than or equal to 
distance threshold, continue
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Homology Tools Comparison

BLAST GHOSTZ

PROS • 50 times faster than dynamic 
programming

• Computer storage efficient
• Allows for gapped matches

• 200 times more efficient than 
BLAST

• Does not depend on search 
sensitivity

CONS • Less accurate than Smith-
Waterman

• May have low sensitivity

• Requires more computer storage

11



Homology Tools Comparison (cont'd)
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Homology Tools Pipeline

Choose most 
accurate tool for 

validation

Compare results 
to SSEARCH for 

accuracy

BLAST file 
against database

GHOSTZ file 
against database

Reference Genome: Campylobacter jejuni from NCBI (NC_002163.1)
Query FASTA File: NCBI Reference Sequence NR_041834.1
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Ab Initio Methods

• Inspect the input sequence and 
searches for traces of gene 
presence

• Simplest method is to inspect ORFs

• Relies on:

• Probability models

• Specific DNA motifs 
(signals)

• Markov Models and Dynamic 
Programming
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Hidden Markov 
Models

• Markov Model is a chain structured 
process where future states depends 
only on the present state, not on the 
sequence of events that preceded it.

• Used to model randomly changing 
systems.

• Hidden Markov Model (HMM) is 
a statistical Markov model with 
hidden states

• Viterbi Algorithm used to find the most 
likely sequence of hidden paths.
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Ab Initio Tools

16



GeneMarkS-2/
Gene Mark S

Ab Initio Tool #1

• Uses HMM and a self training 
algorithm (non supervised) to 
predict genes.

• 5th Order HMM for coding and 
2nd order for non-coding regions.

• Uses a complex model to predict 
the prokaryotic gene.

• Identifies several different types of 
distinct sequence patterns.

• The model which yields the 
highest log-odds score is selected
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GeneMarkS-2
(cont'd)

• Classifies the genome into 4 distinct groups:

• Group A: Typical Model of Prokaryotes 
having RBS sites having (SD)Consensus

• Group B: Atypical Model having 
RBS sites not having SD consensus

• Group C and D: Represent 
Bacterial and Archeal Genomes 
(Leaderless Transcription).

• Group X: Weak, Hard to 
classify regulatory signal patterns

• Algorithm stops after 10 iterations in the 
final prediction step, if it doesn’t converge
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PRODIGAL
Ab Initio Tool #2

• Prokaryotic Dynamic Programming Genefinding Algorithm.

• Looks at GC bias for each of three codon positions and 
chooses the one with highest GC content.

• Prodigal scores every start-stop pair above 90 bp in the 
entire genome based on simple GC codon statistics.

• Penalizes or gives bonus to intergenic spaces according to 
gene distance. 

• Then uses Dynamic Programming to force the program to 
choose between two heavily overlapping ORFS.

• Sacrifices some genuine predictions to eliminate a much 
larger number of false identifications.

19



PRODIGAL (cont'd)

PROS CONS
• Provide fast, accurate protein-coding gene prediction.

• Runs unsupervised.

• Handles gaps and partial genes.

• Identifies translation initiation sites.

• Open Source.

• Higher accuracy in GC rich genomes.

• Predicts Genes in 3 Formats. (GFF/GenBank/Sequin)

• The results could be biased.

• To minimize false positives, sacrifices some genuine 
predictions.

• Cannot Handle Introns (Works only on Prokaryotes).
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Glimmer3
Ab Initio Tool #3

• Identify genes within microbial DNA sequences 
(bacteria, archaea, and viruses)

• Requires training of samples genes

• Uses a dynamic programming algorithm to 
choose the highest-scoring set of orfs and start 
sites.

• Glimmer extracts every sufficiently long ORF from 
the sequence and scores it by the log-likelihood 
ratio of generating the ORF between models 
trained on coding versus non-coding sequence.
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Glimmer3 
(cont'd)

• Utilizes an Interpolated Markov Model (IMM)

• Combines 1st through 8th order Markov models

• In Glimmer3 orfs are scored from 3’ end to 5’ end, i.e., 
from stop codon back toward start codon, which helps 
find the start site.

• Builds Interpolated Context Model

• For each ORF:

• calculate the probability of the ORF sequence in 
each of the 6 possible reading frames

• if the highest scoring frame corresponds to the 
reading frame of the ORF, mark the ORF as a gene

• However, it does not work as well on high-GC genomes 
because it trains on long ORFs
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Ab-initio Tool Comparison: CG Content
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Ab-initio Tool Comparison: Gene Length
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Ab-initio Tool Comparison: Gene Length
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Tool Evaluation Plan

1. Use reference sequence on GeneMark-S2, Prodigal 
and Glimmer3 

2. Prepare MERGED data in 2 ways:

1. All predicted genes: Prodigal + GeneMark-S2

2. Genes by gene length: 

1. >300 bps: GeneMark-S2

2. <=300 bps: Glimmer3

3. Validate using “best” homology method

1. Check for sensitivity, specificity, etc.

4. Select the best Ab-initio method and proceed with 
our data
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Non-coding RNA

• A non-coding RNA (ncRNA) is an RNA molecule 
that is not translated into a protein

• transfer RNAs (tRNAs), ribosomal RNAs (rRNAs) 
and small RNAs(sRNAs)

• Role of ncRNA in bacterial genomes:

• Protein synthesis/Translation (tRNA and 
rRNA)

• Gene regulation (sRNA)

• Related to antibiotic resistance
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ARAGORN
tRNA Tool

• Homology based tool

• Uses the heuristic algorithms 
that score the tRNA 
and tmRNA genes based 
on their sequence 
and secondary 
structure similarities.

• an effective tRNA search 
program, with 
sensitivity better than other 
current heuristic tRNA search 
algorithms.
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RNAmmer
rRNA Tool

• Ab Initio based tool​

• It uses Hidden Markov 
Models trained on data from 5s 
rRNA database.​

• fast with little loss 
of sensitivity, enabling the 
analysis of a complete bacterial 
genome in less than a minute.​

• the location of rRNAs 
can be predicted with a very 
high level of accuracy.
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Infernal
ncRNA Tool

• an implementation 
of covariance models (CMs)

• RNA homology search 
based on accelerated profile 
hidden Markov model (HMM) 
methods and HMM-banded 
CM alignment methods

• 100-fold faster 
RNA homology searches and 
∼10 000-fold acceleration 
over exhaustive non-
filtered CM searches.
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Initial Pipeline
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Next Steps

Test out best tools for Homology method

Perform Ab-initio tool evaluation and merge the 
results with non-coding RNA prediction results

Validate using the selected homology-based 
method

Output data in GFF format for the Functional 
Annotation group
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QUESTIONS?
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